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Module 6 – Essential Router Configuration 
 

Objective: To configure VTY filters, Out of Band Access, Network Time Protocol and TACACS+ 
on the ISP Workshop Lab Network. 
 
Prerequisite: Module 1, the IOS Essentials presentation, and Module 5 (optional) 

 
This module is an optional module which can be inserted into the ISP/IXP Workshop programme at any stage 
after the completion of Module One. However, it assumes aspects of the network design used in the OSPF 
Area module, and the BGP Route Reflector module. 
 
The aim of the module is to introduce the student to certain essential aspects of Cisco’s IOS which are not 
introduced as part of the standard modules. Most features introduced elsewhere in the lab are involved with 
routing – however, IOS has a rich set of features which are often overlooked, but required, in an ISP’s 
network. 
 
The structure of this module will follow the one worked on in the Advanced OSPF Module, and the Route 
Reflector Module. It is a typical design of ISP backbones, and gives good hints about how to configure Out 
of Band Management, structure an NTP hierarchy in the network, and deploy TACACS+ for system 
management access. 
 
1. VTY Security. The first step is to demonstrate how to secure the vtys on a router. This is the most often 

forgotten security feature on service provider routers, and creates a huge security risk for these devices 
when connected to the public Internet. The vtys on the router will now be secured so that only 
connections from recognised addresses will be permitted. 

 
2. VTY Security – telnet source address. The first step in doing this is to configure telnet so that it uses 

the loopback interface as the source address for all telnet packets originated by the router. 
 

ip telnet source-interface loopback 0 
 

To check that this has worked, telnet from your router to a neighbouring router and then enter the “who” 
command. You will see that you are logged in, and the source address will be displayed. For example, 
using telnet from Router1 to Router3 gives: 

 
Router3>who 
    Line     User      Host(s)                  Idle Location 
*  2 vty 0   philip    idle                 00:00:00 200.200.7.224 
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3. VTY Security – constructing an access-list. Next, an access-list with all the loopback interfaces in the 
lab is constructed. This might be something like: 

 
access-list 3 permit host 200.200.7.224 ! Router1 
access-list 3 permit host 200.200.11.224 ! Router2 
access-list 3 permit host 200.200.19.224 ! Router3 
access-list 3 permit host 210.210.7.224 ! Router4 
access-list 3 permit host 210.210.11.224 ! Router5 
access-list 3 permit host 210.210.19.224 ! Router6 
access-list 3 permit host 210.210.35.224 ! Router7 
access-list 3 permit host 220.220.7.224 ! Router8 
access-list 3 permit host 220.220.11.224 ! Router9 
access-list 3 permit host 220.220.19.224 ! Router10 
access-list 3 permit host 222.222.7.224 ! Router11 
access-list 3 permit host 222.222.11.224 ! Router12 
access-list 3 permit host 222.222.19.224 ! Router13 
access-list 3 permit host 222.222.35.224 ! Router14 
access-list 3 permit host 192.168.1.4 ! Workshop laptop 
access-list 3 deny any 

 
       which covers all routers in the workshop lab and the workshop laptop (nameserver etc). 
 
4. VTY Security – applying the filter to the vtys. Now that the access-list has been constructed it can be 

applied to the vtys on the router. To do this, use the access-class command: 
 

line vty 0 4 
 access-class 3 in 

 
5. Checking the filters. Try using telnet to connect to a neighbouring router. Do you still get access? If not, 

why not? (If you don’t, then the access-list is either wrong, or you have forgotten to do the step which set 
telnet source address to be that of the loopback interface.) Now remove the “ip telnet source-interface 
loopback 0” command set earlier and try using telnet to connect to a neighbouring router. If that team has 
implemented the access-list you will now find that access is barred. 

 
It is strongly recommended that all ISPs implement vty filters on all their routers in their network. 
Absence of vty filters has usually led to service provider networks being compromised by intruders. Also, 
this example demonstrates why it is sensible to number loopback interfaces sequentially out of a 
contiguous range of IP addresses – the access-list 3 implemented above has one line per router, and is 
hard to maintain. If the routers had been numbered out of a single block, then the access-list would have 
been reduced to 3 lines, and thus be much more maintainable. For example: 

 
access-list 3 permit 200.200.7.224 0.0.0.31 ! Router loopbacks 
access-list 3 permit host 192.168.1.4  ! Workshop laptop 
access-list 3 deny any 
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would be a much reduced access-list if the router loopbacks had all been numbered out of the 
200.200.7.224/27 address block. 
 
A final point. IOS by default has 5 vtys available. However, on some releases or versions of software, a 
greater number of vtys may be available. Often these are not displayed in the configuration. It is worth 
checking how many vtys are supported by your version of IOS when you are configuring these filters. 
Only protecting the first 5 is not good security – people attempting to break into such a router will occupy 
the first 5 vtys, then gain a login prompt on the 6th vty. To check for extra vtys on your router, enter the 
following in configuration mode: 

 
Router1#conf t 
Router1(config)#line vty 0 ? 
  <1-63>  Last Line number 
  <cr> 
 
Router1(config)#line vty 0 63 
Router1(config-line)#access-class 3 in 
 

The ? option will display how many vtys the router supports. When applying the access-list, make sure 
that all vtys are included as per the example above. 

 
6. VTY Transport support. The final step is to change the transports permitted on the vtys from the 

defaults in IOS to those which are applicable to a service provider backbone. We will also change the 
supported transports on the console port and the auxiliary port of the router. The only required input 
transport for an ISP backbone router is telnet (and Secure Shell if you have an image with SSH support). 
The only required output transport for an ISP backbone router is also telnet. And the preferred transport 
should be none (otherwise the router CLI will try and use all transports to resolve what has been typed in 
at the command prompt). For example: 

 
line con 0 
 transport output telnet 
 transport input none 
 transport preferred none 
line aux 0 
 transport output telnet 
 transport input none 
 transport preferred none 
line vty 0 4 
 transport input telnet 
 transport output telnet 
 transport preferred none 
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Checkpoint #1: Check the configuration and operation of the vty filters as suggested in the previous 
steps. 
 
 
7. Out of Band Management. One of the often forgotten aspects of any operational network is out of 

band access to the router and switch equipment. To manage remote sites, ISPs never rely on simply being 
able to telnet to the router – they configure some other means of access, usually connecting the console 
port of the router to a modem or a device called a “terminal server”. With this facility it is possible to get 
access to the remote equipment when network connectivity is unavailable (due to misconfiguration, or 
failure of WAN links) or console access is required to support functions which are incompatible with 
telnet access (such as upgrading the operating system images on some devices).  
 
The lab instructors have configured an access router to be used as the out of band management system for 
the lab network. The router is at IP address 192.168.1.253, connected to the secondary LAN on 
Router6. The router has several asynchronous connections on it (2511 has 16, 2611 has 32). In most 
circumstances, the access routers are used to connect modems. However, this feature can be reversed so 
that the router provides a means of accessing the devices connected to each port, the so-called “terminal 
server” function. 

 
8. Configuring Out of Band Access. The standard lab set up has the COM1: port of the supplied 

computer connected to the console port of the router. This connection should now be moved to the 
auxiliary port (usually labelled AUX). Locate the cable from the access router which has been run to your 
station and connect it to the console port of the router. The layout is represented in Figure 1. 

 
9. Using Out of Band Access. With the connections in place, each team should log into their router 

through the auxiliary port. Check that the OOB router is pingable. If not, try and work out why not. Each 
tty line on the OOB router is referenced through a particular TCP port. In general, line X is referenced 
through port 200X. To access a particular line, telneting to the router and specifying port 200X will give 
access to line X. For the purpose of this lab, Router1 has been connected to Line1, Router2 to Line2, 
etc. The following table lists these assignments: 

 
Router1 Line1  telnet 192.168.1.253 2001 
Router2 Line2  telnet 192.168.1.253 2002 
Router3 Line3  telnet 192.168.1.253 2003 
Router4 Line4  telnet 192.168.1.253 2004 
…etc… 

 
Each router team should now access the console of their router via the OOB router. They should enter the 
appropriate telnet command and check that the login functions as expected.  
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Log into the Out of Band router and look at the configuration (use username cisco and password cisco). 
Observe especially the configuration used for each line on the router. 
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Figure 1 – Out of Band connections 

 
 
Checkpoint #2: Check the configuration and operation of the OoB access. Each router team should 
use this for the rest of this module. The lab instructor will explain the OoB router configuration to the 
class. 
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References: IOS Essentials – the section on Network Time Protocol (NTP). Cisco Documentation 
– NTP Commands. 
 
10. Setting up NTP. A hierarchy will be used for setting up NTP. This avoids fully meshing the NTP 

connections on the routers, and is just as effective. The objective is to have a synchronised time source 
throughout the network. This way every router’s time is synchronised with their peers – among other 
things, it makes comparison of log files so much easier. 

 
Most ISPs choose a few of their core routers as those which will act as the main NTP peers for the rest 
of the routers in their network. In other words, a hierarchy is used. The steps are this: 
• The ISP chooses a few external sources to synchronise time against. This can either be by asking 

permission from the external sources, or by using public servers. 
• The ISP chooses a few internal routers or other systems which will provide the main time 

synchronisation for their networks. These are usually core routers. 
• The ISP then configures the remaining routers in the network to peer with these “core time” routers. 

 
The instructor will have configured some systems to be NTP stratum 1 devices. These devices will have 
the “official” time in the workshop lab, and will be the devices which all other routers will synchronise their 
time with. The Advanced OSPF Module introduced OSPF areas – the Area Border Routers (ABRs) will 
be the only routers which peer directly with “official” workshop time sources. The remaining routers will 
get their time from the ABRs. (Notice that the ABRs are also configured as Route Reflectors in the Route 
Reflector Module.) 

 
11. Initial Preparation. The lab time sources are located on the ethernet LAN connected to Router6. 

Router6 will announce this network to the rest of the classroom using OSPF. Configuration required for 
Router6 is: 

 
router ospf 100 
 passive-interface ethernet 0/1 
 network 192.168.1.0 0.0.0.255 

  
The LAN uses the network 192.168.1.0/24 – the time sources have IP addresses 192.168.1.1/24 and 
192.168.1.2/24. All routers in the lab should check that they can ping both IP addresses. If you cannot, 
please inform the lab instructors. 

 
12. Set up NTP Security on all routers. MD5 will be used to encrypt the NTP sessions between all NTP 

peers in the network. The word “cisco” will be the MD5 key for this lab exercise. 
 

ntp authenticate 
ntp authentication-key 1 md5 cisco 
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ntp trusted-key 1 
 
13. Set NTP to use the router’s loopback interface as the NTP source used for the peering session. 
 

ntp source loopback 0 
 

14. Set the NTP Server Session to the systems acting as the master stratum 1 clock source. (This 
command is applied to OSPF Area Border Routers or BGP Route Reflectors only – in other words, 
Routers 5, 6, 7, 8 and 12 only.) 

 
ntp server 192.168.1.1 key 1 
ntp server 192.168.1.2 key 1 
 

15. Use the “show ntp” commands  to check the status of the NTP synchronisation and the clock setting on 
the router. 

 
show clock 
show ntp associations 
show ntp status 

 
16. Set the NTP peer connections between the ABRs. Use the loopback interface for your router as the 

NTP peering point. Notice the choice of loopback interface rather than any other active interface on the 
router. Routers 5, 6, 7, 8 and 12 should all configure each other as NTP peers. An example configuration 
for Router 5 might be: 

 
ntp peer 210.210.19.224 key 1 
ntp peer 210.210.35.224 key 1 
ntp peer 220.220.7.224 key 1 
ntp peer 222.222.11.224 key 1 

 
Doing this ensures that the ABRs are all in sync with each other at the same stratum, and allows the lab to 
build a hierarchy. 

 
17. Again use the “show ntp” commands  to check the status of the NTP synchronisation and the clock 

setting on the router. 
 
Checkpoint #3: The teams with the ABRs listed above should demonstrate their configuration and its 
operation to the lab instructors.  
 
 
18. Set NTP synchronisation for the remaining routers in the network. Again use the loopback 

interface for each router as the NTP synchronisation source. 
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For this workshop, Router 5, Router 6, Router 7, Router 8 and Router 12 have been chosen as the 
network’s time sources. The configuration to make them operational has been completed in the steps 
above. The remaining router teams should configure ntp server statements for their ntp synchronisation. 
For example, the teams in OSPF Area 10 should set up synchronisation with the ABR of Area 10. Teams 
in OSPF Area 30 should set up synchronisation with the ABRs of Area 30. For example, Router 9 might 
be configured with: 
 

 ntp server 210.210.35.224 key 1  ! Router 7 
ntp server 220.220.7.224 key 1  ! Router 8 

 
19. Set the NTP peer connections between the remaining routers in each area. In this case, Router1 

and Router3 should set up an ntp peering with each other, Router2 and Router4 should set up an ntp 
peering with each other, and Router13 and Router14 should set up an ntp peering with each other. An 
example for Router14: 

 
ntp peer 222.222.19.224 key 1   ! Router 13 

 
This is done to ensure that if the ntp servers for these routers disappears, the time synchronisation within 
the OSPF area remains consistent. 

 
20. Use show ntp commands to check the NTP status, the NTP time synchronisation, and the setting of the 

clock on the router. 
 

show clock 
show ntp associations 
show ntp status 

 
21. Set the time zone on the router. The router can be set with a time zone offset from GMT. The timezone 

command takes a string of characters – obviously set it to the local timezone. Note that only the first seven 
characters are used in any time display. The following sets the time zone for Singapore with a GMT offset 
of +8. 

 
clock timezone SST 8 
 

      or  
 
clock timezone GMT+8 8 

 
22. (Optional) Daylight savings time setting. If the local time zone has daylight savings time, this can be 

configured on the router too. For example, in the UK: 
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clock timezone GMT 0 
clock summer-time BST recurring last Sun Mar 2:00 last Sun Oct 3:00 

       
UK standard time zone is GMT (Greenwich Mean Time). However, in the summer months, the UK 
changes to BST (British Summer Time), where the time becomes GMT+1. The “summer-time” 
configuration tells the router this, and between 1am on the first Sunday in March and 1am on the last 
Sunday in October, it will automatically add one hour to the time and time zone set on the router. Alter the 
start and finish of summertime according to local conditions. Notice that in the Southern Hemisphere, 
summer time is usually between November and April. 

 
23. Set time stamps for all logs on the router. 
 

service timestamps debug datetime localtime show-timezone msec 
service timestamps log datetime localtime show-timezone msec 

 
24. (Optional) Additional security can be added with ACLs. An Access List (ACL) and Access Group 

can be created and applied to all NTP peer sessions. Since the loopback interface is used, the ACLs will 
mirror the NTP peer statements. For example, Router 14 would have the following ACL #5 and Access 
Group created. Notice that the 4 routers being used as core NTP peers need an ACL which will allow 
access for all routers in the network. 

 
access-list 5 permit 222.222.11.224 
access-list 5 permit 222.222.19.224 
 
ntp access-group peer 5 

 
25. (Optional for routers with a separate real time clock.) Set the real time clock. 

Use the ntp update-calendar command to update the router’s real time clock. 
 

ntp update-calendar 
 

26. (Optional) Set up NTP for the ISP’s customers. NTP broadcast can be set on any interface to allow 
an ISP’s customers to use NTP or Simple NTP (SNTP) to pick up time packets and synchronise their 
systems. 

 
interface ser 0/0 
 ntp broadcast 

 
Checkpoint #4: Demonstrate your configuration and its operation to the lab instructors. Save the 
configuration to NVRAM. Do you notice any extra information at the top of the configuration saved in 
NVRAM? 
 



Sunday, January 12, 2003   

Cisco Systems Inc 10 
170 West Tasman Drive. 
San Jose, CA 95134-1706 
Phone: +1 408 526-4000 
Fax: +1 408 536-4100 

 
27. Configuring TACACS+ – background. 
 

The lab instructors have configured a TACACS+ server in the network. Its IP address is 192.168.1.4. 
They have also configured usernames and passwords on the TACACS+ server for each router team.  
 
The first account created simulates a general ISP staff account. The person can log into the router and 
check the system status, but he or she cannot configure the router or enter privilege (enable) mode. The 
naming convention is “Router#” where # is the number of the router. For example, Router2’s staff’s 
username would be “Router2”. 
 
The second account created simulates a NOC or Engineering staff account. The person can log into the 
router and have full access to all commands. The naming convention is “NOCRouter#” where “#” is the 
number of the router. For example, Router 10’s NOC username would be “NOCRouter10”. 

 
28. Configuring TACACS+ – router configuration.  
 

To configure your router to use the TACACS+ server for user authentication, enter the following 
sequence of commands. 

 
ip tacacs source-interface loopback 0 
! 
tacacs-server host 192.168.1.4 
tacacs-server key cisco 
! 
aaa new-model 
aaa authentication login default tacacs+ enable 
aaa authentication enable default tacacs+ enable 
aaa authorization commands 0 default tacacs+ none 
aaa accounting commands 15 default start-stop tacacs+ 
aaa accounting exec default start-stop tacacs+ 

 
The first aaa command tells the router to use the AAA model of system security – basically this tells the 
router to use the “authentication, authorisation, accounting” system rather than the default legacy system. 
 
The next two commands “aaa authentication” define the process a router goes through to authenticate a 
connecting user. “login default” says that by default a user logging in to the router must first be passed to 
the tacacs+ server for the user’s name and password before looking for the local enable secret 
configuration. The enable configuration is necessary just in case the TACACS+ server is unavailable. 
Notice that if a user fails to authenticate on the TACACS+ server, the session is terminated. The router 
only fails over to the enable secret in the event of the TACACS+ server being unavailable. 
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Likewise, enable default tells the router that by default a user requesting to go into enable mode must first 
be passed to the tacacs+ server before checking the local enable secret for a password. The advantage 
of checking a remote server for the enable password is that the enable password can be changed for an 
entire network, on the server, without having to log into each router. This greatly simplifies administration. 
 
The aaa authorization command enables command authorisation on the router. The commands 0 
directive states that standard commands when a user logs in are checked to see if the user is authorised to 
use them. The authorisation is specified by the tacacs+ none commands – the former tells the router to 
check the TACACS+ server, while none tells the router not to use command authorisation when the 
TACACS+ server is unavailable. 
 
The final two commands are aaa accounting instructions, which sends aaa accounting records to the 
TACACS+ server. The start-stop option logs to the TACACS+ server when commands were executed, 
and completed. 

 
Checkpoint #5: Demonstrate your configuration and its operation to the lab instructors. 
 
 
29. Setting up DNS. The lab instructors will have configured a name server for the workshop network. This 

step will now configure name and address resolution for the workshop network. Recall that in Module 1, 
ip domain-lookups were turned off as there was no nameserver for the lab network. Domain lookups 
can now be turned back on. The commands required to enable DNS on the router are: 

 
ip domain-name workshop.net 
ip name-server 192.168.1.4 
! 
ip domain-lookup 
! 

 
30. Testing DNS Configuration. The domain name used is “workshop.net” – the nameserver has been 

configured to provide name and address resolution for this domain.Try running a traceroute from your 
router to the other side of the workshop network. Notice how fully qualified domain names are now 
present in the traceroute, rather than addresses only. (Fully qualified domain name (or FQDN) is a 
complete hostname and domain name pairing.) An example of a traceroute from Router1 to Router13 is 
given here (based on the topology of the OSPF Area Module). 
 
Router1>traceroute router13 
 
Type escape sequence to abort. 
Tracing the route to router13.workshop.net (222.222.19.224) 
 
  1 ser0-1.router3.workshop.net (200.200.5.2) 0 msec 4 msec 4 msec 
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  2 ser0-1.router5.workshop.net (210.210.9.1) 4 msec 4 msec 4 msec 
  3 ser0-1.router7.workshop.net (210.210.10.2) 8 msec 4 msec 4 msec 
  4 eth0-0.router8.workshop.net (210.210.32.2) 8 msec 8 msec 4 msec 
  5 ser0-1.router10.workshop.net (220.220.16.1) 8 msec 4 msec 4 msec 
  6 ser0-1.router12.workshop.net (220.220.17.2) 8 msec 8 msec 8 msec 
  7 ser0-1.router14.workshop.net (222.222.32.1) 12 msec 8 msec 4 msec 
  8 eth0-0.router13.workshop.net (222.222.16.1) 8 msec *  8 msec 
Router1> 

 
Notice from the traceroute what the format of the names is. The reverse DNS has been configured such 
that the addresses map into a name with format InterfaceNumber.RouterNumber.Domain. This is very 
common practice on the Internet today, and makes debugging of network problems much easier. 
 
Important: It is strongly recommended that all ISPs populate the reverse DNS for their infrastructure 
equipment. It makes it extremely hard to debug your own backbone if you do not use the reverse DNS. 
There is no security risk for doing this – router security is implemented via access-lists on the interfaces 
and vtys, not by omitting content from the reverse DNS. 

 
Checkpoint #6: Demonstrate your configuration and its operation to the lab instructors. The 
instructors will demonstrate a traceroute through the network. Notice the detailed use of interface 
name as part of the router name – this is common practice amongst many ISPs. 

 
 

31. Saving configurations on the router. There are a variety of ways of storing router configurations. In 
Module One you will have used the command “write mem” or simply “write” to save the configuration to 
the router’s non-volatile memory (NVRAM). 

 
However, most ISPs also choose to store their router configurations on a system in the NOC or 
engineering departments. There are many reasons, but the major one is to have a back up just in case the 
router NVRAM is somehow damaged or deleted. Other reasons include having an audit trail of changes 
made to the router configuration, back out in case of configuration error, and so on. 
 
The lab instructors have set up a TFTP server with an IP address of 192.168.1.4. This system can be 
used to store the current router configuration. But first, enter the following configuration command: 

 
ip tftp source-interface loopback 0 

 
This command tells the router that all tftp packets originating from the router will have source IP address of 
the Loopback 0 interface. 

 
32. Saving the configuration. For Software releases prior to 12.0, save the configuration to the TFTP 

server using the “write net” command. The command sequence asks you for the filename  and the name 
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or address of the remote router. You will see “!” characters printed while the router saves the 
configuration to the remote server. If the router cannot see the server, you will see “.” characters printed 
instead. Check connectivity to the TFTP server if this is the case. 

 
Router1#write net 
Remote host[]? 192.168.1.4 
Name of configuration file to write [router1-confg]? 
Write file router1-confg on host 192.168.1.4? [confirm] 
Building configuration… 
 
Writing router1-confg !! [OK] 
Router1# 

 
33. Saving the configuration. For software releases from 12.0 onwards , the commands to save the 

configuration are of the format copy <source> <destination> where the source and destinations can be 
any of the following options: ftp, lex, null, nvram, rcp, running-config, startup-config, system, tftp. 
To save the configuration to the TFTP server, use the “copy system:/running-config tftp:” command 
sequence. If the TFTP server is unreachable, “.”s followed by an error message will be displayed rather 
than “!”s. (Note that the previous “write net” is still supported but may be removed at a future release.) 

 
An example of saving the configuration for Router 1 might be: 

 
Router1#copy system:/running-config tftp: 
Address or name of remote host[]? 192.168.1.4 
Destination filename [running-config]? router1-confg 
!! 
2259 bytes copied in 2.920 secs (1129 bytes/sec) 
Router1# 

 
Checkpoint #7: Demonstrate to the lab instructors how you saved your router configuration on the 
TFTP server. Ask the instructors and assistants to check that your router configuration is on the 
server. 
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CONFIGURATION NOTES 
 
Documentation is critical! You should record the configuration at each Checkpoint, as well as the 
configuration at the end of the module. 
 
 


